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Responsible metrics

Responsible metrics can be understood in terms of:

- **Robustness**: basing metrics on the best possible data in terms of accuracy and scope;
- **Humility**: recognizing that quantitative evaluation should support – but not supplant – qualitative, expert assessment;
- **Transparency**: keeping data collection and analytical processes open and transparent, so that those being evaluated can test and verify the results;
- **Diversity**: accounting for variation by field, using a variety of indicators to reflect and support a plurality of research & researcher career paths;
- **Reflexivity**: recognizing the potential & systemic effects of indicators and updating them in response.
Concerns over a metric-based REF

- **Coverage & robustness** – esp across AHSS – but in any field, we need to preserve a role for judgement alongside measurement;

- **Impact cannot be measured using metrics** (cf Kings/Digital Science report);

- **Equality and diversity considerations** e.g. gender & citation, ECRs;

- **Cost savings are exaggerated**; HEIs would still manage research (and most likely purchase additional analytical services);

- **In the UK, the REF has evolved to be about much more than simply the allocation of QR funding** – which of those purposes do we want to preserve, and which are we happy to discard?
Press release

Government launches review to improve university research funding

Universities and Science Minister Jo Johnson has launched a UK-wide review of university research funding.

Universities and Science Minister Jo Johnson today (16 December 2015) launched a UK-wide review of university research funding to cut red tape so that universities can focus more on delivering the world-leading research for which the UK is renowned.

Following the decision to protect the £4.7 billion annual science and research budget in real terms during this Parliament, the Research Excellence Framework (REF) review will help ensure the government gets the most return from its investment.

The review will be chaired by the President of the British Academy and former World Bank Chief Economist Lord Nicholas Stern. He will be assisted by a high-level steering group of academic experts, including the Vice Chancellor of Aston University, Professor Julia King, and the Past President of the Academy of Medical Sciences, Professor Sir John Tooke.

Universities and Science Minister Jo Johnson said:

"Excellent research drives productivity and is vital for delivering a better quality of life for everyone. The government has committed to protect science and research in real terms to the end of the decade, and now we need to make sure we’re getting the most from this investment."

"I’m delighted that Lord Stern has agreed to lead this review of the Research Excellence Framework and I look forward to working with the panel to carry out this work. As a renowned academic with experience of working at the highest levels of government, he and the members of the panel are ideally placed to lead this important review."

Wilsdon review group reconvenes as BIS asks for publishing data

The metrics review group chaired by James Wilsdon is preparing its response to the higher education green paper, as government looks to companies to gather citation data.
### A: Outputs

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation 1:</td>
<td>All research active staff should be returned in the REF.</td>
</tr>
<tr>
<td>Recommendation 2:</td>
<td>Outputs should be submitted at Unit of Assessment level with a set average number per FTE but with flexibility for some faculty members to submit more and others less than the average.</td>
</tr>
<tr>
<td>Recommendation 3:</td>
<td>Outputs should not be portable.</td>
</tr>
<tr>
<td>Recommendation 4:</td>
<td>Panels should continue to assess on the basis of peer review. However, metrics should be provided to support panel members in their assessment, and panels should be transparent about their use.</td>
</tr>
</tbody>
</table>
# 35 years in the evolution of UK research assessment

<table>
<thead>
<tr>
<th>Date</th>
<th>Exercise</th>
<th>Coordinating body</th>
<th>Key features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>Research Selectivity Exercise</td>
<td>Universities Grants Committee</td>
<td>37 cost-centres; 4-part questionnaire on research income, expenditure, planning priorities &amp; output</td>
</tr>
<tr>
<td>1989</td>
<td>Research Selectivity Exercise</td>
<td>Universities Funding Council</td>
<td>152 units of assessment; 70 peer review panels; 2 outputs per member of staff</td>
</tr>
<tr>
<td>1992</td>
<td>Research Assessment Exercise (RAE)</td>
<td>HEFCE</td>
<td>HEIs select which staff to submit; 5-point scale; 2800 submissions to 72 UoAs; introduction of census date</td>
</tr>
<tr>
<td>1996</td>
<td>Research Assessment Exercise (RAE)</td>
<td>HEFCE</td>
<td>Up to four outputs per researcher; 69 UoAs</td>
</tr>
<tr>
<td>2001</td>
<td>Research Assessment Exercise (RAE)</td>
<td>HEFCE</td>
<td>2600 submissions to 69 units of assessment; 5 umbrella groups of panel chairs for consistency</td>
</tr>
<tr>
<td>2008</td>
<td>Research Assessment Exercise (RAE)</td>
<td>HEFCE</td>
<td>67 subpanels under 15 main panels; results presented as quality profiles</td>
</tr>
<tr>
<td>2014</td>
<td>Research Excellence Framework (REF)</td>
<td>HEFCE</td>
<td>4 main panels; 36 subpanels; introduction of 20% impact element</td>
</tr>
<tr>
<td>2021</td>
<td>Research Excellence Framework (REF)</td>
<td>UKRI (Research England + devolved FCs)</td>
<td>All research active staff included. Impact 25% weighting. Decoupling.</td>
</tr>
</tbody>
</table>
Clarivate Analytics will provide citation data in REF 2021

The UK’s four higher education (HE) funding bodies have awarded Clarivate Analytics’ Institute for Scientific Information (ISI) a contract to provide Research Excellence Framework (REF) 2021 assessment panels with citation information.

This information includes data about the number of times a scholarly publication has been cited in other scholarly publications – called citation counts. Eleven of REF 2021’s 34 expert panels have said they plan to use citation data to inform the peer review process during the assessment phase of REF 2021.

A team at ISI will match publication records, which higher education institutions (HEIs) will submit to REF 2021, to an online subscription-based scientific citation indexing service called the Web of Science.

They will collaborate with REF 2021’s expert panels to work out which additional information will help them make their decisions and make sure the citation counts they provide can be reviewed in a meaningful way.

Panels will use the principles set out in The Metric Tide in their use of the data. The Metric Tide, published in July 2015, looked in detail at the potential uses and limitations of research metrics and indicators, exploring the use of metrics within institutions and across disciplines. The team at Research England that runs the REF on behalf of the HE funding bodies will also support the panels to make sure the metrics are used responsibly.

REF Director, Dr Kim Hackett, said:

‘We are pleased to be working with Clarivate Analytics on the provision of citation information for REF 2021. The use of citation data in this exercise presents a key opportunity to build on the principles of the responsible use of metrics, following the Metric Tide report, and we look forward to working with the ISI team and the panels on this task.’

In the interests of transparency, institutions submitting during REF 2021 will be able to view the citation counts for items they plan to submit to the REF in the relevant units of assessment and confirm that a correct match has been obtained.
The UK Forum for Responsible Research Metrics

A group of research funders, sector bodies, and infrastructure experts are working in partnership to promote the responsible use of research metrics.

The Forum for Responsible Research Metrics, chaired by Professor Max Lu (Vice-Chancellor at the University of Surrey), supports the responsible use of research metrics in higher education institutions and across the research community in the UK. The Forum have a programme of activities, including:

- Advice to the higher education funding bodies on quantitative indicators in the Research Excellence Framework (REF) 2021
- Advice on, and work to improve, the data infrastructure that underpins metric use
- Advocacy and leadership on the use of research metrics responsibly
- International engagement on the use of metrics in research and researcher assessment

The group was established in 2016, on the recommendation of the independent review on the role of metrics in research assessment and management. The review panel, chaired by Professor James Willsdon, published their final report The Metric Trap which identified 20 specific recommendations for further work and action by stakeholders across the UK research system.

Advice, reports, and meeting papers will be made available on this webpage in due course. Full membership can be found below.
FRRM will champion responsible uses of metrics in the UK HE & research community

As part of this, HEFCE recently undertook a survey of UK HEIs and research organisations to explore the extent to which they are implementing principles outlined in DORA, Leiden Manifesto and The Metric Tide:  
- 96 institutions responded, of which 20 have a formal policy on metrics and 21 have signed DORA;  
- A further 31 institutions said they were now considering signing DORA, and 12 said they had considered it but decided against it;  
- 54 institutions said that they agreed with the principles behind the Leiden Manifesto;  
- 63 institutions said that they agreed with the framework outlined in The Metric Tide.

The survey results were launched on 8 February 2018 at a HEFCE/FRRM event on The turning tide: a new culture of responsible metrics for research. In his opening remarks, David Sweeney (Executive Chair, Research England) urged more HEIs to sign DORA and to develop their own responses to this agenda.

The HEFCE survey and linked event appears to have triggered a fresh round of UK signatories to DORA. The day before the event, RCUK announced that it had signed up (and UKRI is expected to follow suit soon after its launch in April). The 466 institutional signatories to DORA now include the following from the UK:

<table>
<thead>
<tr>
<th>Institutional type</th>
<th>Signatories to DORA (as of March 2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HEIs</strong></td>
<td>Imperial College, UCL, Kings College London, Birmingham, Newcastle, Liverpool, LSHTM, Goldsmiths, Manchester, Kent, Bristol, Keele, Sussex, Brunel, Birkbeck, Teeside, Aston</td>
</tr>
<tr>
<td><strong>Other research bodies</strong></td>
<td>James Hutton Institute, Francis Crick Institute, EMBL, British Library, Research Libraries UK (RLUK), Public Health England, British Pharmacological Society, Royal Society of Biology, Geological Society, John Innes Centre</td>
</tr>
<tr>
<td><strong>Funders</strong></td>
<td>RCUK/UKRI, HEFCE, ESRC, EPSRC, MRC, BBSRC, AHRC, STFC, NERC, Wellcome Trust, Cancer Research UK, Royal Society, British Academy, Daphne Jackson Trust, Pharmacy Research UK</td>
</tr>
</tbody>
</table>

Source: [https://sfdora.org/signers/](https://sfdora.org/signers/) (accessed 18/03/18)
FRRM will keep abreast of developments in scientometrics & altmetrics, and provide impartial advice to UK HEIs and funders.
FRRM will work with others towards a next-generation UK research information infrastructure
UK Progress towards the use of metrics responsibly

Three years on from The Metric Tide report
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Has the tide turned towards responsible metrics in research?
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A new report takes stock of how metrics are being used and abused in research management across UK universities
Horizon Europe & Next Generation Metrics

Expert Group on Altmetrics

NEW: Final Report of the Expert Group on Altmetrics is available

Publication date: 20 March 2017

The Expert Group on Altmetrics outlines in this report how to advance a next-generation metrics in the context of Open Science and delivers an advice corresponding to the following policy lines of the Open Science Agenda: Fostering Open Science, Removing barriers to Open Science, Developing research infrastructures and Embed Open Science in society.

The report will be presented and discussed at the Open Science Policy Platform on 20 March 2017

The report can be downloaded here ↓ 796 KB

DG Research and Innovation has established an Expert Group on Altmetrics which will conduct its work over the whole of 2016.

The Expert Group will, among other:

- Categorise and review different altmetrics and their relationship to more established scientometrics
- Define the features of a 'responsible metrics' aimed at a responsible use of altmetrics to advance open science, able to track desirable impacts, and qualities of scientific research
- Develop an agenda for the development of such a 'responsible metrics'
Integrated advice of the Open Science Policy Platform on 8 prioritised Open Science ambitions

The Open Science Policy Platform (OSPP) adopted on the 22nd of April 2016 a set of prioritised actionable recommendations concerning the eight Open Science ambitions of Commissioner Moedas. These recommendations constitute an integrated advice on all Open Science ambitions of Commissioner Moedas.

These actionable recommendations from the OSPP are the next step towards the longer-term vision articulated by Open Science consultations and expert groups set up by the EC and other organisations in Europe and worldwide. The recommendations have been split up into the eight

---

Research Indicators and Next-Generation Metrics

Evaluations of individual researchers or of research groups should not use journal brand or Impact Factor as a proxy for research quality. Those responsible for hiring, promotion, funding and/or the evaluation of researchers must use a broader, tailored range of quantitative and qualitative indicators of research activity, progression and impact that incentivises and rewards open research practice. All publication venues must prominently display a broad range of indicators for all research outputs.

Quantitative and qualitative indicators need to be identified and developed for research assessment that captures the full range of contributions to the knowledge system. These should reflect the complexity and varied context of the research environment, the specific characteristics of the research being undertaken, as well as the new kinds of questions and results that might emerge in an open system.

Experiments, pilots and case studies assessing the validity of such indicators need to be undertaken urgently, and included as part of FP9 with appropriate funding allocated to support them. The results and data of these pilots must be made publicly available as exemplars for further implementation.

All researchers need to be identified through an ORCID ID. Best practice for CV/biosketch evaluation should be developed and publicly showcased to encourage a broader recognition of the range of verifiable (and especially open) contributions individuals make to the knowledge system, including teaching and peer review, and the production of a broad range of output types. The career narrative should be central to the evaluation of individual researchers as it provides the crucial context in which indicators can be interpreted.

The data, metadata and methods that are relevant to research evaluation, including but not limited to citations, downloads and other potential indicators of academic re-use, should be publicly available for independent scrutiny and analysis by researchers, institutions, funders and other stakeholders.
How can the responsible engagement of the scientific communities with open knowledge practices be stimulated? In what way may current evaluation protocols hinder the development of open science and scholarship? Which new indicators can be developed to ensure that
Responsible metrics: One size doesn't fit all

Ludo Waltman

March 29th, 2018

responsible metrics, scientometrics, indicators, research evaluation, micro level, macro level

Responsible use of scientometrics in research evaluations is heavily debated. In recent years, a number of high-profile statements on ‘responsible metrics’ were published, most notably the San Francisco Declaration on Research Assessment (DORA), the Leiden Manifesto (of which I am one of the co-authors), and the Metric Tide report. Each of these statements presents a number of principles for responsible use of scientometrics in research evaluations. These principles have been widely discussed, and they have inspired several organizations to develop guidelines for the use of scientometrics in the evaluations they perform. At the same time, the principles presented in the above-mentioned statements are quite general, and it is therefore not always clear how they can be applied in a specific evaluative setting.

My aim in this blog post is to draw attention to the importance of distinguishing between...
**Priority 1: We need to build links & extend the international debate about responsible metrics**

---

**The Metric Tide**

*Report of the Independent Review of the Role of Metrics in Research Assessment and Management*

*July 2015*

---

**San Francisco Declaration on Research Assessment**

**DORA**

**Declaration on Research Assessment**

**RELATED LINKS**

The complete "San Francisco Declaration on Research Assessment" and an updated list of signatories.

**CONTACT**

Kevin Wilson
kevin@iscn.org
T 30 341 9368
John Flatchman
jf@iscn.org

---

**10 principles to guide research evaluation with 9 translations & a video**

Research evaluation has become routine and often relies on metrics. But it is increasingly driven by data and not by expert judgement. As a result, the procedures that were designed to increase the quality of research are now threatening to damage the scientific system. To support researchers and managers, five experts led by Diana Hickl, professor in the School of Public Policy at Georgia Institute of Technology, and Paul Wouters, director of CWTS at Leiden University, have proposed ten principles for the measurement of research performance: the Leiden Manifesto for Research Metrics published as a comment in Nature.
Priority 2: Universities, institutes & funders should develop their own policies & frameworks, drawing on DORA, Leiden & Metric Tide

Principles of research assessment and management

The principles that outline our approach to research assessment and management, including the responsible use of quantification indicators.

| 1. Specific Decision Required by Committee | Senate is asked to ENDORSE the adoption of the Leiden Manifesto in a Loughborough context. |
| 2. Relevance to University Strategy | Research is a core activity in the University of Loughborough. |
| 3. Executive Summary | The quality of our research clearly affects the external assessment and management at various levels including the University of Loughborough. |

UCL bibliometrics policy and the wider context

UCL's policy

UCL is currently developing a policy on the responsible use of bibliometrics. The policy will take into account a number of existing developments and best practices: the needs of UCL authors, researchers and colleagues and their use of current bibliometric tools; the San Francisco Declaration on Research Assessment (DORA); and the Leiden Manifesto for research metrics.

UCL was one of the first universities to sign DORA, which challenges the use of the Journal Impact Factor as a surrogate for the quality of individual research outputs. Along more general lines, the Leiden Manifesto identifies 10 principles to guide research evaluation.

UCL will use all these insights in the development of an institutional policy on the use and management of bibliometric approaches to research outputs.

It is recognised that bibliometrics are generally focussed on citation data from journal articles and may therefore be less relevant in disciplines that are less reliant on journal publishing, such as the arts, humanities, social sciences, computing science and engineering.
Priority 3: Need to join dots across research, teaching & learning & links to wider work on algorithmic accountability

The hidden architecture of higher education: building a big data infrastructure for the ‘smarter university’

Ben Williamson
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Abstract

Universities are increasingly organized and managed through digital data. The collection, processing and dissemination ofHigher Education data is enabled by complex new data infrastructures that include both human and nonhuman actors, all framed by political, economic and social contingencies. These data infrastructures need to be seen not just as

Algorithmic Accountability, Trustworthiness and the Need to Develop new Frameworks

Farida Vis, Research Fellow in the Information School at the University of Sheffield, investigates the issue of trust in the debate about \textit{algorithmic accountability}, arguing that we should instead focus on ‘trustworthiness’ and that now is the time for a considered debate about algorithmic governance and accountability frameworks.

For 2018 the Oxford English Dictionary word of the year may very well turn out to be ‘algorithm’. I have, along with many others, noticed how this word has started to seep into everyday language more and more, but this year feels like a turning point (see for example this recent article in Slate).
Priority 4: Need to expand notions of research leadership & the criteria & indicators we use in hiring, promotion & assessment

Annex 1: Core leadership characteristics derived from existing research base

<table>
<thead>
<tr>
<th>Leadership</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disciplinary leadership</td>
<td>Provide foresight, vision and direction to advance and transform knowledge and methods within research disciplines, through both individual and collective efforts.</td>
</tr>
<tr>
<td>Inter-disciplinary leadership</td>
<td>Engage across disciplinary boundaries with both confidence and humility to develop new ways of thinking and working, often to address major societal challenges.</td>
</tr>
<tr>
<td>Complex project leadership</td>
<td>Manage large, complex projects, programmes and research infrastructures effectively, including some element of financial management and oversight.</td>
</tr>
<tr>
<td>Leading generational change</td>
<td>Provide inspiration and guidance to the next generation of social scientists.</td>
</tr>
<tr>
<td>Leadership in impact generation</td>
<td>Spur innovation in the delivery of impact from social science research, including building close relationships with senior figures among potential research users.</td>
</tr>
<tr>
<td>Leadership in public engagement</td>
<td>Engage the wider public in understanding and appreciating the value of social science to their lives and communities.</td>
</tr>
<tr>
<td>International leadership</td>
<td>Work internationally to raise the profile of UK social science and strengthen international collaborations.</td>
</tr>
</tbody>
</table>
Priority 5: Need to engage and put pressure on publishers and private sector providers of metrics

Pursuing a multidimensional path to research assessment – Elsevier’s approach to metrics

The Metric Tide report calls for the responsible use of metrics. As a supplier of data and metrics to the scholarly community, Elsevier supports this approach and agrees that metrics should support human judgment and not replace it, writes Peter Darroch. To be used effectively, there needs to be a broad range of metrics generated by academia and industry which can be generated automatically and for any entity of interest.

This is part of a series of blog posts on the HEFCE-commissioned report investigating the role of metrics in research assessment. For the full report, supplementary materials, and further reading, visit our HEFCE metrics section.

Following the publication of the report ‘The Metric Tide: Independent Review of the Role of Metrics in Research Assessment and Management’, Elsevier would like to show its support for the review. We find it a balanced and sensible perspective on the value metrics can bring to merit systems. As highlighted in our response to HEFCE’s call for evidence, it has been our consistent position that quantitative data inform, but do not and should not ever replace, peer review judgments of research quality - whether in the REF, or for any other purpose. Metrics can support human judgment and contribute to a fully rounded view on a research question being asked.

Instead of a basket, or a tidy, let’s talk about metrics as mosaic.

Images influence how we think. That’s why metaphors matter. They can clarify and improve our understanding of complex concepts. They can both reflect and shape our attitudes.

The metaphors of journal metrics started with “impact.”

Impact:

a. to have a direct effect or impact on: impinge on
b. to strike forcefully, also: to cause to strike forcefully

Standards in Altmetrics
Find out more about altmetrics best practice

Why is there a need for standards?

As more and more publishers, funders and institutions want to use altmetrics to provide additional insights about the reach and influence of their work, it’s important that everyone can understand where these data come from and how they are maintained.

The impacts to be transparent about how the data are collected and presented to all actors in the ecosystem, of which Altmetrics is one. Beyond supporting best practices (such as those laid out in the cRedibility guidelines) it is committed to providing the best possible quality data, and to being transparent about how it is collected and displayed.
Priority 6: Need to invest more in ‘meta-research’ or ‘research on research’

The value of evaluating

Why we need a What Works Centre for Meta-Research.

Evaluation frameworks are rarely a page-turner, but for me the most compelling aspect of UK Research and Innovation’s strategic prospectus, published last month, is its pledge to create an evidence-informed “culture of evaluation” at the heart of the organisation. A dedicated team headed by Jo Peacock, deputy director for data and analysis, will lead this work through a “UKRI Data Hub”.

This is long overdue. For a country that channels in excess of £6 billion a year in public and UKRI—soon rising to £8bn and far more by 2027, if we believe the prime minister’s re-commitment to investing 2.4 per cent of GDP in R&D—we spend an infinitesimally small amount analysing how effectively our research system is working, testing different approaches to innovation, and assessing the impact of innovations elsewhere. peanuts don’t come close.

This is not to say that no effort has been made. The individual research councils have all these issues, and some have been emphatic about their capacity. Ian Yiney at the Medical Research Council, Alex Hulkes at the Economic and Social Research Council and Steven Hill at the Engineering and Physical Sciences Research Council have been three impressively well-informed examples. Outside of government, Nestlé’s deep pockets and policy work (now commandeered by Kirsten Bound) have transformed our ability to make sense of the UK’s innovation landscape.

And the Research Excellence Framework, is, of course, a large and resource-intensive process for evaluation, although it has many other purposes and mostly operates at a micro scale, applying to more systemic questions. To use an example close to home, the REF will

Meta-research: Evaluation and Improvement of Research Methods and Practices

John P. A. Ioannidis*, Daniele Fanelli, Debbie Drake Dunne, Steven N. Goodman

Meta-Research Innovation Center at Stanford (METRICS), Stanford University, Stanford, California, United States of America
* joa@stanford.edu

Abstract

As the scientific enterprise has grown in size and diversity, we need empirical evidence on the research process to test and apply interventions that make it more efficient and its results more reliable. Meta-research is an evolving scientific discipline that aims to evaluate and improve research practices. It includes thematic areas of methods, reporting, reproducibility, evaluation, and incentives (how to do, report, verify, correct, and reward science). Much work is already done in this growing field, but efforts to date are fragmented. We provide a map of ongoing efforts and discuss plans for connecting the multiple meta-research efforts across science worldwide.

Why Perform Research on Research?

Throughout the history of science, leading scientists have endeavored to theorize and conduct research on fundamental aspects of the scientific method and to identify ways to implement it most efficiently. While focused subject matter questions and discoveries attract attention and